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## Online

- With holes:
[Icking, Kamphans, Klein, Langetepe; 2000] [Gabriely, Rimon; 2000]
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## Theorem

There is a $\frac{4}{3}$-competitive online exploration strategy for polygons without holes.

Theorem
No online exploration strategy achieves a factor better than $\frac{7}{6}$ in simple grid polygon.
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## Proof: Lower Bound

## Polygons of arbitrary size

$$
\nabla^{s} \longrightarrow \sqrt{s \rightarrow}
$$
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## Improvement 2

Detect and handle split cells (i.e., prefer parts of $P$ farther away from the start).

## Java Applet

http://www.geometrylab.de/Gridrobot/
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## Thank you!

