## Exploring Simple Triangular and Hexagonal Grid Polygons Online

# Daniel Herrmann ${ }^{1}$ Tom Kamphans ${ }^{2}$ Elmar Langetepe ${ }^{1}$ 

${ }^{1}$ University of Bonn, Computer Science I, Bonn, Germany.
${ }^{2}$ Braunschweig University of Technology, Computer Science, Algorithms Group, Braunschweig, Germany.
19.3.2008

## Grid Environments

## Environment

- Convenient for motion planning tasks: Subdivide env. by integer grid - E.g.: cell size $\approx$ size of robot's tool
- Simple $\Leftrightarrow$ No holes


## Grid Environments

## Environment

- Convenient for motion planning tasks: Subdivide env. by integer grid - E.a.: cell size $\approx$ size of robot's tool - Simple $\Leftrightarrow$ No holes


## Grid Environments

## Environment



- Convenient for motion planning tasks: Subdivide env. by integer grid
- E.g. $\therefore$ cell size $\approx$ size of robot's tool
- Simple $\Leftrightarrow$ No holes


## Grid Environments

## Environment



- Convenient for motion planning tasks: Subdivide env. by integer grid
- E.g.: cell size $\approx$ size of robot's tool
- Simple $\Leftrightarrow$ No holes


## Grid Environments

## Environment



- Convenient for motion planning tasks:
Subdivide env. by integer grid
- E.g.: cell size $\approx$ size of robot's tool
- Simple $\Leftrightarrow$ No holes


## Grid Environments

## Environment



- Convenient for motion planning tasks:
Subdivide env. by integer grid
- E.g.: cell size $\approx$ size of robot's tool
- Simple $\Leftrightarrow$ No holes


## Grid Environments

## Environment



- Convenient for motion planning tasks:
Subdivide env. by integer grid
- E.g.: cell size $\approx$ size of robot's tool
- Simple $\Leftrightarrow$ No holes


## Other Grid Types



- Usually: Square grids
- Other regular tilings: hexagonal / triangular grids
- Agent:
- No vision
- Sense adjacent cells
- Move to free, adjacent cell


## Other Grid Types



- Usually: Square grids
- Other regular tilings: hexagonal / triangular grids
- Agent:
- No vision
- Sense adjacent cells
- Move to free, adjacent cell


## Other Grid Types



- Usually: Square grids
- Other regular tilings: hexagonal / triangular grids
- Agent:

- Sense adjacent cells - Move to free, adjacent cell


## Other Grid Types



- Usually: Square grids
- Other regular tilings: hexagonal / triangular grids
- Agent:
- No vision
- Sense adjacent cells
- Move to free, adjacent cell


## Other Grid Types



- Usually: Square grids
- Other regular tilings: hexagonal / triangular grids
- Agent:
- No vision
- Sense adjacent cells
- Move to free, adjacent cell


## Other Grid Types



- Usually: Square grids
- Other regular tilings: hexagonal / triangular grids
- Agent:
- No vision
- Sense adjacent cells
- Move to free, adjacent cell

Online exploration (or covering):

- Given: an unknown grid environment, $P$ start cell, $s$, along the boundary
- Task: Find a tour that
- For example: lawn mowing, cleaning

Online exploration (or covering):

- Given: an unknown grid environment, $P$ start cell, $s$, along the boundary
- Task: Find a tour that
- visits every cell of $P$ at least once
- returns to the start point
- can be computed online
- is as short as possible
- For example: lawn mowing, cleaning

Online exploration (or covering):

- Given: an unknown grid environment, $P$ start cell, $s$, along the boundary
- Task: Find a tour that
- visits every cell of $P$ at least once
- returns to the start point
- can be computed online
- is as short as possible
- For example: lawn mowing, cleaning

Online exploration (or covering):

- Given: an unknown grid environment, $P$ start cell, $s$, along the boundary
- Task: Find a tour that
- visits every cell of $P$ at least once
- returns to the start point
- can be computed online
- is as short as possible
- For example: lawn mowing, cleaning

Online exploration (or covering):

- Given: an unknown grid environment, $P$ start cell, $s$, along the boundary
- Task: Find a tour that
- visits every cell of $P$ at least once
- returns to the start point
- can be computed online
- is as short as possible
- For example: lawn mowing, cleaning

Online exploration (or covering):

- Given: an unknown grid environment, $P$ start cell, $s$, along the boundary
- Task: Find a tour that
- visits every cell of $P$ at least once
- returns to the start point
- can be computed online
- is as short as possible
- For example: lawn mowing, cleaning


## Previous Work (square grids)

## Offline exploration (environment is known in advance)

- With holes: NP-hard [Itai, Papadimitriou, Szwarcfiter; 1982]
- Approx. [Ntafos; 1992] [Arkin, Fekete, Mitchell; 2000]



## Previous Work (square grids)

## Offline exploration (environment is known in advance)

- With holes: NP-hard [Itai, Papadimitriou, Szwarcfiter; 1982]
- Approx. [Ntafos; 1992] [Arkin, Fekete, Mitchell; 2000]


## Online exploration

- With holes:
[Icking, Kamphans, Klein, Langetepe; 2000]: 2-competitive [Gabriely, Rimon; 2000]
- Without holes:
[Icking, Kamphans, Klein, Langetepe; 2005]: $\frac{4}{3}$-competitive
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## Lemma (Number of edges in offsets)

$P^{\prime}$ is $\ell$-offset of $P \Rightarrow E\left(P^{\prime}\right) \leq E(P)-2 k \ell$

$$
(k \in\{3,4,6\} \text { for } \triangle, \square, \circ) \text {. }
$$
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## Upper for the Number of Steps

## Theorem (Number of Steps)

$$
\begin{array}{cl}
S(P) \leq C(P)+E(P)-4 & \text { (Triangular grids) } \\
S(P) \leq C(P)+\frac{1}{4} E(P)-\frac{5}{2} & \text { (Hexagonal grids) }
\end{array}
$$

$(S(P)$ : \#Steps from cell to cell, $C(P)$ : \#Cells, $E(P)$ : \#Boundary edges)
This bound is exactly achieved in corridors of width 1 .
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## Thank you!

