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## Theorem (Number of Steps)

CellExplore needs at most

$$
C+\frac{1}{2} E+3 H+W-2
$$

steps to explore a polygon. This bound is tight.
(C: \#cells, E: \#boundary edges, H: \#holes, W: "sinuosity")
$W$ : distinguish between straight and winded polygons

$W$ high


## Java Applet

http://www.geometrylab.de/Gridrobot/

## (1) Introduction

(2) Exploring Grid Polygons

- Introduction
- Simple Grid Polygons
- Grid Polygons with Holes


## Searching

- Search for a goal in a given environment, $\mathcal{E}$
- Quality measure?


## Quality measure
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$$
C_{s}:=\sup _{\mathcal{E}} \frac{\operatorname{SR}(\mathcal{S}, \mathcal{E})}{\operatorname{SR}_{\mathrm{OPT}}(\mathcal{E})}
$$

## Depth-Restrictable Exploration

## Definition

An exploration algorithm, Expl, for $\mathcal{E}$ is depth restrictable:

- $\operatorname{Expl}(d)$ : explore $\mathcal{E}$ only up to depth $d \geq 1$
- $\operatorname{Expl}(d)$ is $C$-competitive, i.e., $\exists C \geq 1, \beta>0: \forall \mathcal{E}$ :

$$
|\operatorname{Exp} /(d)| \leq C \cdot\left|\operatorname{Exp}_{\mathrm{opt}}(\beta \cdot d)\right| .
$$



## Approximation Framework

## Approximation Strategy <br> Use Doubling paradigm: call $\operatorname{Exp}\left(2^{i}\right), i=1,2,3, \ldots$

## Theorem

Let $\mathcal{E}$ be an environment fulfilling $\forall p \in \mathcal{E}:|s p(s, p)|=|s p(p, s)|$, Expl be a C-competitive, depth-restrictable exploration algorithm for $\mathcal{E}$

Searching with Expl ( $2^{i}$ ), $i=1,2,3, \ldots$ yields a
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( $\beta:$ enlargement factor for depth restriction)
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## General Lower Bound

Theorem
If for a given type of environments

- there is no constant-competitive exploration strategy
- the lower-bound scene can be enlarged
$\Rightarrow$ there is no search-competitive strategy.


## Relation Between Searching and Exploring

## Close relation

- $\exists$ constant-competitive, depth-restrictable exploration strategy
$\Rightarrow \exists$ search-competitive strategy
- $\nexists$ constant-competitive exploration strategy, but $\exists$ 'extendable' lower bound $\Rightarrow \nexists$ search-competitive strategy
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## Open question

$\exists$ search-competitive strategy
$\stackrel{?}{\Longleftrightarrow} \exists$ constant-competitive exploration strategy (for environments fulfiling $\forall p \in \mathcal{E}:|\operatorname{sp}(s, p)|=|\operatorname{sp}(p, s)|$ )
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$\Longrightarrow$ No local criterion for detecting split cells!
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## Quality measure

- A search algorithm $\mathcal{S}$ is called $C$-competitive, if $\exists A$, so that for every environment:

$$
|\mathcal{S}| \leq C \cdot|\mathrm{OPT}|+A
$$

- A search algorithm $\mathcal{S}$ is called $C$-search competitive, if $\exists A$, so that for every environment $\mathcal{E}$ :

$$
\mathrm{SR}(\mathcal{S}, \mathcal{E}) \leq C \cdot \operatorname{SR}_{\mathrm{OPT}}(\mathcal{E})+A
$$


[^0]:    No search-competitive strategy

[^1]:    No search-competitive strategy

